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REGULAR ARTICLE

On the locus of talker-specificity effects in spoken word recognition: an ERP study
with dichotic priming
Sophie Dufoura,b, Dierdre Bolgerb, Stephanie Massolc, Phillip J. Holcombd and Jonathan Graingerb,e
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la Plana, Spain; dDepartment of Psychology, San Diego State University, San Diego, CA, USA; eLaboratoire de Psychologie Cognitive, CNRS,
Aix-Marseille Université, Marseille, France

ABSTRACT
We used event-related potentials to examine the precise moment at which talker-specific
information comes into play during spoken word recognition. Dichotic repetition priming was
examined with primes presented in the left unattended ear and targets presented in the right
attended ear, and we manipulated both word frequency and talker identity. A clear repetition
priming effect was observed in an early time-window spanning 100–200 ms post-target onset,
and the effect continued after target word offset in a time-window between 650 and 800 ms.
Crucially, we observed that talker change caused a diminution in repetition priming only in the
N400 time-window, and only for low frequency words but not for high frequency words.
Together, our findings suggest that spoken word recognition relies primarily on abstract
representations, and that talker-specific information mainly affects later stages of this process,
namely lexical selection.
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A major issue in spoken word recognition research con-
cerns the process by which the incoming speech signal is
mapped onto representations of words stored in long-
term memory. Clearly, the way in which the human
word recognition system deals with spoken language is
remarkable, since word recognition occurs effortlessly
and with few errors under a wide variety of conditions
that could be disruptive. Indeed, a given word is never
spoken twice in exactly the same way and presents
acoustic and phonetic differences according to the age,
gender, regional accent, emotional state or speech rate
of the talker. Each word can thus be materialised by an
infinite number of different sound patterns that listeners
have to associate with a unique lexical entry.

How do listeners deal with the inherent variability of
the speech signal? The view of a mental lexicon encod-
ing words in a format that does not retain the surface
details of the inputs has been for a long-time the basic
assumption (e.g. Marslen-Wilson, 1990; McClelland &
Elman, 1986; Norris, 1994). As a result most models of
spoken word recognition assume that variation in the
speech signal is treated as noise that is stripped away
before making contact with lexical representations. In
this view, the listener first engages in a normalisation
process and thus converts the speech signal into a

sequence of discrete segments, for instance phonemes,
removing all acoustic details deemed irrelevant for
identification. The result of this first analysis is then pro-
jected onto abstract phonological representations con-
sisting of a string of discrete symbols, which does not
include details about how these words are pronounced.
In accordance with the normalisation hypothesis, the
pioneering studies that have examined the impact of
variability on spoken word processing have shown per-
formance costs both in terms of decrease in accuracy
and increase in reaction times (RTs) when the speech
signal is rendered highly variable by the use of multiple
talkers (e.g. Creelman, 1957; Mullennix, Pisoni, & Martin,
1989). For example, Mullennix et al. (1989) found that
identification of English words was both faster and
more accurate when a single talker was used than
when multiple talkers were used, thus suggesting that
increased variability in the speech signal imposes a
higher demand on the normalisation process, thereby
deteriorating word recognition.

However a growing body of research has emerged
showing that variation in the surface form of words are
in fact retained in memory and consequently influence
spoken word processing (e.g. Bradlow, Nygaard, &
Pisoni, 1999; Palmeri, Goldinger, & Pisoni, 1993; see
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Nygaard & Pisoni, 1998; Pufahl & Samuel, 2014 for
reviews). A striking demonstration comes from studies
using the long-term repetition priming paradigm (e.g.
Dufour & Nguyen, 2014; McLennan & González, 2012;
McLennan & Luce, 2005). These studies showed that,
under some circumstances, the repetition priming
effect – i.e. decrease in RTs when a word is encountered
for the second time – is smaller when two different
talkers are used between the first and second presen-
tation. This talker-specificity effect has thus strong theor-
etical implications since it challenges abstractionist
models and in particular the assumption that words are
encoded in a manner that does not retain talker-specific
information. Talker-specificity effects lend support to
another class of models, namely exemplar-based
models of spoken word recognition (Goldinger, 1998).
The strongest versions of these models propose a view
of the mental lexicon that is radically opposed to that
postulated by abstractionist models, in that they
assume that the lexicon consists of multiple episodic
traces including perceptual and contextual details associ-
ated to each individual occurrence of a word (Goldinger,
1998; Hintzman, 1986, 1988), thus encoding talker-
specific details. As a result, an imperfect acoustic match
between the first and the second presentation of a
word diminishes the repetition priming effect, because
it is not the same form-based representation that is re-
activated in memory during the second presentation.
However a review of all the above-mentioned studies
using the repetition priming paradigm reveals that the
story is more complex than it seems, in that the rep-
etition priming effect is sometimes affected by talker
variation and is sometimes insensitive to talker variation.
Below we describe some of the key results that illustrate
this discrepancy.

In a series of long-term repetition priming exper-
iments, McLennan and Luce (2005) presented partici-
pants with two blocks of stimuli, the first consisting of
the primes, and the second consisting of the targets.
During the second block, some of the words from the
first block were repeated, either with the same talker
as in the first block, or with a different talker. The ease
of discrimination between words and non-words was
varied in a lexical decision task, and the delay between
the presentation of stimuli and the participant’s response
was varied in a shadowing task. In the lexical decision
task, a greater repetition priming effect was observed
for words repeated by the same talker than for words
repeated by a different talker but only when the non-
words were wordlike. In contrast, no talker-specificity
effect was observed when the non-words were unword-
like, that is when the discrimination between words and
non-words was relatively easy. In the shadowing task, a

talker-specificity effect was found when participants
had to wait for a response cue to repeat words
(delayed shadowing task), but not when participants
had to repeat words immediately upon hearing them.
According to McLennan and Luce (2005), these findings
argue in favour of hybrid models of spoken word recog-
nition which combine both abstract and detailed rep-
resentations (Grossberg & Myers, 2000; Grossberg &
Stone, 1986), and with an access to detailed represen-
tations occurring when processing is slow and effortful.
When the non-words used in a lexical decision task are
wordlike, processing is slow which allows talker infor-
mation to interact with abstract lexical information.
Also, the additional processing time in the delayed sha-
dowing task leaves time for listeners to process infor-
mation related to the talker, and thus talker-specificity
effects can emerge. Compatible with this claim, sub-
sequent studies have shown that talker-specificity
effects are more likely to emerge with foreign-accented
words (McLennan & González, 2012), with dysarthric
speech (Mattys & Liss, 2008) or yet with words of low fre-
quency (Dufour & Nguyen, 2014; see also Luce & Lyons,
1998; Luce, Charles-Luce, & McLennan, 1999) that take
longer to process than native-accented words, healthy
speech and words of high frequency.

Together the above-mentioned studies suggest that
both abstract and talker-specific representations co-
exist, and thus are both susceptible to influence
spoken word recognition. Crucially, they suggest that
when variability in the speech signal comes from differ-
ences among talkers, spoken word recognition primarily
relies on abstract representations, with talker-specificity
effects occurring relatively late during processing. Clear
evidence for an influence of talker-specific represen-
tations on spoken word recognition has thus been
found when processing is relatively slow and effortful.1

As we have seen, a considerable amount of effort has
been devoted to identify the precise circumstances
under which talker-specificity effects are more likely to
occur (Dufour & Nguyen, 2014; Mattys & Liss, 2008;
McLennan & González, 2012; McLennan & Luce, 2005).
After having achieved significant progress in this area,
the challenge now is to determine the precise moment
in time at which talker-specific information comes into
play and interacts with abstract representations,
thereby influencing spoken word recognition. This was
the aim of the present study.

The short-term priming paradigm in which primes
and targets are presented in close temporal succession
was used. We used this kind of priming because the
effects observed with this paradigm have largely been
interpreted within the framework of abstractionist
models (see Norris, McQueen, & Cutler, 2002, and
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Bowers, 2000, for visual word recognition). For example,
the facilitation that occurs when spoken primes and
targets are phonologically related has been interpreted
as reflecting the repeated activation of the same form-
based representation either at a pre-lexical or at a
lexical level, or at both levels of processing (i.e. Grainger
& Holcomb, 2015; McQueen & Sereno, 2005; Norris et al.,
2002). Short-term priming thus appears as a promising
methodological tool to examine how talker-specific
information interacts with abstraction representations
during spoken word recognition, and crucially to
examine if activation of common abstract phonological
representations can be modulated when two exemplars
of the same word (e.g. the word “DRESS” pronounced by
two talkers) are presented as prime and target words,
thereby influencing the magnitude of the repetition
priming effect. To the best of our knowledge no study
has yet examined whether short-term priming effect is
influenced by a talker change between the prime and
the target words. Furthermore, we used a variant of
short-term priming that enables presentation of prime
and target stimuli in even closer temporal proximity –
the dichotic priming paradigm (Dupoux, Kouider, &
Mehler, 2003) – that arguably reflects even more auto-
matic processing than when primes are presented in
the clear just before targets.

As RTs provide a single measure of the various mental
operations involved between word onset and partici-
pant’s response, it is useful to use more fine-grained
measurements to determine the precise moment at
which talker-specificity effects take place. We therefore
recorded event-related potentials (ERPs) because the
millisecond-by-millisecond resolution provided by this
technique allows us to study spoken word processing
as it unfolds over time. Moreover, specific ERP com-
ponents have been associated with distinct stages of
spoken word recognition. For example, and particularly
relevant for the present study, the P350, a positive
wave peaking around 350 ms from word onset, has
been interpreted as reflecting activation of lexical
word-forms (Dufour, Brunellière, & Frauenfelder, 2013;
Friedrich, Kotz, Friederici, & Alter, 2004; Friedrich, Kotz,
Friederici, & Gunter, 2004; Friedrich, Schild, & Röder,
2009), and the N400, a negative wave peaking around
400 ms from word onset, has been interpreted as reflect-
ing activation of lexical word forms (Desroches, Newman,
& Joanisse, 2009), but also as reflecting the ease with
which a target word is selected from the set of activated
lexical candidates (Desroches et al., 2009; Dufour et al.,
2013; O’Rourke & Holcomb, 2002).

We were particularly interested in examining whether
dichotic repetition priming effects vary as a function of a
talker change between the primes and the targets, and if

so, the precise moment during word processing at which
this interaction occurs. Because it has been previously
observed that talker-specific effects are more likely to
emerge with low than with high frequency words
(Dufour & Nguyen, 2014; Luce & Lyons, 1998; Luce
et al., 1999), word frequency was manipulated. Given
this prior evidence, we predicted that the influence of
talker change on repetition priming effects should be
more marked for low than for high frequency words.
Moreover, we predicted that if talker-specific represen-
tations interact with abstract representations during all
the stages of lexical processing going from activation
to the selection of the target word, this interaction
could be observed both on the P350 and N400 com-
ponents. To minimise strategic anticipations of the
target words from the prime words, we used a dichotic
presentation of the primes and the targets, with primes
presented in the left ear at a lower intensity than the
targets, and the targets presented in the right ear (see
Grainger & Holcomb, 2015). To avoid contamination of
ERPs by motor responses on the critical words, partici-
pants engaged in a go/no-go lexical decision task in
which they were instructed to respond only when they
heard a non-word in their right ear (i.e. attended ear).
Note that several studies have shown that talker-specific
information is stored in the right hemisphere and
abstract representations in the left hemisphere (e.g. Gon-
zález & McLennan, 2007; see also the right ear advantage
in dichotic listening with linguistic stimuli: e.g. Kimura,
1961; Tervaniemi & Hugdahl, 2003). Hence, by presenting
target words in the right ear, we promoted processing in
the left hemisphere, and therefore the use of abstract
representations during target word processing, in line
with the central aim of our study to specify the
moment at which access to abstract representations is
influenced by talker-related variation. Note also that all
the target words in the attended right ear were all pro-
nounced by the same talker, and thus talkers – in one
ear – were not mixed. Thus, the effects under investi-
gation are those arising during target processing due
to the presentation of a related prime word in the unat-
tended left ear, either pronounced by the same talker as
the target word or by a different talker.

Method

Participants

Forty right-handed French speakers (30 women)
between 19 and 38 years old from the University of
Aix-Marseille participated in the experiment. All partici-
pants reported having no neurological or hearing impair-
ments. They were paid 15 euros for their participation
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and each of them gave written informed consent prior to
experimentation.

Materials

One hundred and forty monosyllabic words, three to four
phonemes in length, were selected from Vocolex, a lexical
database for the French language (Dufour, Peereman,
Pallier, & Radeau, 2002). All words had their uniqueness
point – the phonemic position at which a word can be
reliably identified – after their last phoneme. Seventy
were of low frequency, and the remaining 70 words were
of high frequency. Both sets of target words were
matched on number of phonemes, uniqueness point and
phonological neighbourhood density. Note that phonologi-
cal neighbours were calculated by summing the number of
words that can be formed by adding, substituting, or delet-
ing one phoneme in the words (Luce & Pisoni, 1998). The
140 words were used both as targets and repeated
primes. For each of the target words, a control prime
having no phonemes in common with the corresponding
target was selected. The control primes and the target
words were matched on number of phonemes, uniqueness
point and phonological neighbourhood density. The stimuli
were recorded by a male and a female native speaker of
French, in a sound-attenuated room, and digitised at a
sampling rate of 44 kHz with 16-bit analog to digital record-
ing. Each talker produced each words three times, and we
exploited these different productions so that within each
talker, the high and low frequency target words were
matched in average duration, and the control primes
were matched in average duration with the repeated
primes.2 The characteristics of the target words and the
control primes are summarised in Table 1. The target
words and their control primes are provided in Appendix.

Because each target was paired with two different
primes (repeated and control), and no participant was
presented with the same target twice, two experimental
lists were created. Each list included the 140 target words
– 70 of high frequency and 70 of low frequency. Half of

the high frequency words were preceded by the
repeated primes and the other half by the control
primes. Also, half of the low frequency words were pre-
ceded by the repeated primes and the other half by
the control primes. Within each list, the target words
were always heard as produced by the male speaker.
The two lists were then divided in two sub-lists so that
the prime words were heard as produced by the
female speaker in one sub-list and by the male speaker
in the other sub-list. Note that our experimental design
differs from that used in prior behavioural studies exam-
ining talker-specificity effects and in which participants
saw one experimental list composed of three types of
prime, namely repeated primes by the same talker,
repeated primes by different talker, and control primes.
Because on the one hand, such a design requires to
split our target words in 3 groups and because on the
other hand, ERP averaging imposes a number of trials
greater than 30 per condition for 1 participant, we
used an experimental design in which the type of
prime was a within-participant factor with 2 levels
(repeated, control), and talker was a between-participant
factor also with 2 levels (same, different). Hence, within
each talker condition (same, different) each list included
the 140 target words (70 of high frequency and 70 of low
frequency), and within each frequency category, half of
the targets words were preceded by a repeated prime
and the other half by a control prime. As a result, each
participant received 35 trials per condition, which is gen-
erally considered to be the minimum necessary for ERP
averaging in this kind of experiment. Note also that in
the lists in which the primes and the targets were pro-
nounced by the male talker, the same tokens were
used both as repeated primes and targets. For the
purpose of the go/no-go lexical decision task, 18 non-
words were created by changing only the last phoneme
of real words and were added to the stimulus lists. Nine
of the non-words were used as “go” target trials, and
each of them was paired with a prime word that had no
phoneme in common with the target. The other nine
non-words were used as primes and were paired with
target words having no phoneme in common. These
non-words used as prime stimuli in filler trials allowed us
to ensure that participants only paid attention to stimuli
presented in the right attended ear. According to the
sub-lists, the non-word primes were pronounced either
by the male or the female talker. Each sub-list thus
included 158 trials in total and 9 (5.7%) were “go trials”.

Procedure

The participants were tested in a sound-attenuated
booth and the primes and targets were presented via

Table 1. Characteristics of the stimulus sets (mean values).
Low frequency High frequency

Target
words

Control
primes

Target
words

Control
primes

Frequency (in
occurrence per
million)

5.67 5.24 139.84 145.43

Number of phonemes 3.11 3.11 3.11 3.11
Uniqueness point 4.11 4.09 4.10 4.06
Neighbourhood density 24.70 25.67 24.67 26.47
Female speaker duration
(in ms)

539 539 539 539

Male speaker duration
(in ms)

622 622 622 622
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headphones. The targets were presented in the right ear
at a comfortable listening level (60 dB sound pressure
level). To enhance participant’s attention on the target
items, the primes were presented in the left ear at a
lower intensity level (54 dB). Each trial began with a fix-
ation point. 500 ms later, the primes were presented
and rapidly followed, 50 ms later, by the onset of the
target word (i.e. stimulus onset asynchrony = 50 ms). The
fixation point remained on the screen until the offset of
the target, and participants were asked to refrain from
blinking and from moving their eyes during the display
of the fixation point. An inter-trial interval of 1500 ms sep-
arated the offset of targets and the beginning of the fol-
lowing trial. Participants were instructed to attend to the
right ear and to quickly press a button only when they
detected a non-word. They were not informed of the pres-
ence of non-words in the unattended left ear. The partici-
pants were tested on only one experimental sub-list and
began with a block of 10 practice trials. The experiment
lasted around 20 minutes and participants performed
the experiment without a break.

Electroencephalogram (EEG) recording and
preprocessing

The EEG was recorded from the scalp with a 64-channel
BioSemi Active Two AD-box at a sampling of 2048 Hz.
The data were filtered online at 0.16–100 Hz and refer-
enced to the left mastoid for visualisation purposes. In
addition to the 64 scalp electrodes, 2 additional electro-
des were attached below the left eye and to the right of
the right eyes to monitor for vertical and horizontal eye
movements, respectively. Two other electrodes were also
attached over the left and the right mastoid bones. Indi-
vidual electrodes were adjusted to a stable offset lower
than 20 kΩ. Offline the EEG signals were down-
sampled to 512 Hz, re-referenced to the average of left
and right mastoids and a bandpass filter was applied
(0.4–30 Hz). Independent Component Analysis (ICA)
decomposition was applied, using the EEGLAB
implementation of the Infomax algorithm, to remove
artefacts generated by eye blinks and saccades
(Makeig, Bell, Jung, & Sejnowski, 1996). Noisy electrodes
were rejected before ICA and were interpolated using
cubic spline interpolation after correction by ICA. For all
participants, the percentage of trials retained after data
preprocessing exceeded 80% and the number of trials
was kept uniform across conditions.

Data analysis

The epochs, starting 50 ms before target word onset
(baseline) and ending 1000 ms after, were averaged for

each condition and for each participant. To select appro-
priate time-windows for analyses, a two-tailed cluster-
based permutation test was performed to analyse the rep-
etition priming effect. This test is based on the clustering
of adjacent spatio-temporal samples and simplifies the
resolution of the Multiple Comparison Problem (Maris &
Oostenveld, 2007). The permutation distribution is calcu-
lated by carrying out 2000 random partitions and then
selecting those samples with a permutation p-value
below the critical cluster alpha-level (p≤ .05). From
these samples, clusters are formed based on spatio-tem-
poral adjacency and we defined neighbouring electrodes
using the triangulation algorithm implemented in the
Matlab toolbox, FieldTrip (Oostenveld, Fries, Maris, &
Schoffelen, 2011). Those clusters with a Monte Carlo p-
value less than .025 (two-tailed test, one for positive and
one for negative) were retained. By plotting the electrode
clusters presenting a significant priming effect against the
difference between the mean topography of repeated
primes and control primes over 50 ms time intervals, we
were able to determine the temporal extent of this
priming effect. This analysis revealed electrodes clusters
presenting a significant priming effect over frontal
regions with a left hemisphere bias in the 250–400 ms
interval. A significant priming effect was also observed
from 450 to 800 ms. Within this time-window, electrode
clusters presenting a significant effect were concentrated
over central and parietal regions bilaterally from 450 to
600 ms, while they were more widely distributed from
600 to 800 ms with an increasingly right hemisphere
bias. Furthermore, a visual examination of the grand-
average waveforms and the global field power (GFP) of
the control prime vs. repeated prime comparisons for
the talker (same, different) and the frequency (low, high)
conditions allowed us to identify an early time-window
from 100 to 200 ms. Based on these analyses, we selected
our time-windows: 100–200 (P200), 250–400 (P350), 450–
600 ms (N400). Interestingly, the first two time-windows
coincide with the processing of the initial phoneme/
cluster and vowel of the target words, and the last time-
window coincides with the processing of the last
phoneme of the target words. Based on this observation,
we defined a fourth time-window from 650 to 800 ms
beginning just after target words offset – target word dur-
ation was around 622 ms on average – which allowed us
to analyse later effects. Data from these four selected
time-windows were subjected to further statistical analysis
to explore possible modulations of the repetition priming
as a function of both talker change and word frequency.

An ANOVA was performed on these four time-
windows with frequency (low, high), and prime
(repeated, control) as within-participant factors, and
talker (same, different) as between-participant factor.
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The analysis also included the factors site (fronto-central,
centro-parietal, posterior) and laterality (right, left) to
examine in greater detail the topographical distribution
of the effects. The scalp surface was divided into six
regions of six electrodes each: left frontal (AF7, AF3, F7,
F5, F3, F1), right frontal (AF8, AF4, F8, F6, F4, F2), left
fronto-central (FC5, FC3, FC1, C5, C3, C1), right fronto-
central (FC6, FC4, FC2, C6, C4, C2,), left centro-parietal
(CP5, CP3, CP1, P5, P3, P1), right centro-parietal (CP6,
CP4, CP2, P6, P4, P2). The Greenhouse–Geisser correction
was applied (Greenhouse & Geisser, 1959) and the cor-
rected p values are reported below. A Bonferroni correc-
tion was used in post hoc comparisons. Grand-average
waveforms for high frequency words at various electro-
des are displayed in Figure 1, and those for low fre-
quency words in Figure 2.

Results

Behavioural results

The percentage of correct non-word detection in the
attended right ear reached 84%. The presence of non-
words in the unattended left ear was detected in only
2.5% of cases. Participants incorrectly classified word
targets as non-words on 1.27% of the word trials. The
mean RT for the “go” non-word trials was 1045 ms
(range: 900–1300 ms).

ERP results

100–200 ms time-window
The first repetition priming effect was seen in this first
time-window. Targets following control primes showed
more positive values than targets following repeated
primes [F(1,38) = 13.30, p < .001]. The factors site and
laterality were also significant, showing more positive
values on fronto-central and centro-parietal sites than
on frontal sites [F(2,76) = 12.09, p < .001], and more posi-
tive values on the left hemisphere in comparison to the
right hemisphere [F(1,38) = 8.16, p < .01]. The main
effect of frequency [F(1,38) = 0.80, p > .20] and the critical
interaction Prime × Frequency × Talker [F(1,38) = 1.09, p
> .20] were not significant.

250–400 ms time-window
In this epoch, we found a significant main effect of prime
[F(1,38) = 32.94, p < .0001], with targets following control
primes showing more positive values than targets follow-
ing repeated primes. A main effect of word frequency
[F(1,38) = 9.61, p < .01] was also observed with low fre-
quency words showing more positive values than high
frequency words. The interaction between prime and

laterality [F(1,38) = 5.53, p < .05] as well as the interaction
between prime and region [F(2,76) = 4.36, p < .05] were
also significant. These interactions were due to stronger
priming effects on the left hemisphere in comparison to
the right hemisphere, and to stronger priming effects on
frontal and fronto-central sites in comparison to centro-
parietal sites. The critical interaction Prime × Frequency ×
Talker [F(1,38) = 1.25, p > .20] was again not significant.

450–600 ms time-window
In this epoch, there was a main effect of prime [F(1,38) =
35.76, p < .0001], with targets following control primes
showing more negative values than targets following
repeated primes. Crucially, there was a three-way inter-
action between prime, talker, and frequency [F(1,38) =
7.49, p < .01]. As expected, this interaction was due to a
smaller repetition priming effect when different talkers
were used for the primes and the targets for low fre-
quency words [F(1,38) = 3.95, p = .05] but not for high fre-
quency words [F(1,38) = 0.20, p > .20].3 Subsequent
comparisons with a Bonferroni correction showed that
the repetition priming effect for low frequency words
reached significance both in the case of a talker match
(p < .0001) and in the case of a talker mismatch (p
< .05) between the primes and the targets. The inter-
action between prime and region [F(2,76) = 48.40, p < .
0001] was significant, and was due to a stronger effect
of prime on centro-parietal sites in comparison to
fronto-central sites [F(1,38) = 13.01, p < .001], as well as
a stronger effect of prime on fronto-central sites in com-
parison to frontal sites [F(1,38) = 85.49, p < .0001]. The
interaction between word frequency and site was signifi-
cant [F(2,76) = 4.12, p < .05], and was due to a stronger
effect of word frequency (high frequency words generat-
ing more negative values than low frequency words) on
centro-parietal sites in comparison to frontal sites [F
(1,38) = 4.49, p < .05], and on fronto-central site in com-
parison to frontal sites [F(1,38) = 4.79, p < .05]. Finally,
there was a significant main effect of site [F(2,76) =
12.63, p < .001] with more negative values on centro-par-
ietal sites in comparison to frontal and fronto-central
sites. This main effect of site was also found to be
greater on the left hemisphere than on the right hemi-
sphere [F(2,76) = 8.15, p < .01]. Figures 3 and 4 provide
a zoom on the Cz electrode, to illustrate the modulation
of the repetition priming as a function of a talker change
that occurred in this time-window for low and high fre-
quency words, respectively. Figure 5 provides an illus-
tration at Cz of the difference in the magnitude of the
priming effect (control minus repeated primes) as a func-
tion of a talker change for both low and high frequency
words.
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650–800 ms time-window
In this last time-window, the main effect of prime
[F(1,38) = 93.70, p < .0001] was again significant, with
targets following control primes showing more negative
values than targets following repeated primes. The main

effect of frequency was no longer significant [F(1,38) =
1.04, p > .20]. There was a three-way interaction
between prime, talker, and frequency [F(1,38) = 4.19,
p < .05]. Unexpectedly however, this interaction was
due to a smaller repetition priming effect when the

Figure 1. Grand-average waveforms at various recordings sites for high frequency words in a time-window between −50 and 1000 ms
after the onset of target words. In this and following figures, amplitude (µV) is represented on the Y-axis with negative voltage up, and
time (ms) on the X-axis.
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same talker was used for the primes and the targets for
high frequency words [F(1,38) = 4.37, p < .05]. No modu-
lation of the priming effect as a function of a talker
change was observed for low frequency words in this
last time-window [F(1,38) = 0.11, p > .20]. Subsequent
comparisons with a Bonferroni correction showed that

the repetition priming effect for high frequency words
reached significance both in the case of a talker match
(p < .0001) and in the case of a talker mismatch
(p < .01) between the primes and the targets. The inter-
action between prime and laterality [F(1,38) = 11.51,
p < .01] as well as the interaction between prime and

Figure 2. Grand-average waveforms at various recordings sites for low frequency words in a time-window between −50 and 1000 ms
after the onset of target words.
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region [F(2,76) = 14.51, p < .001] were also significant.
These interactions were due to stronger priming effect
on the right hemisphere in comparison to the left

hemisphere, and to a stronger effect of prime on both
centro-parietal sites and fronto-central sites in compari-
son to frontal sites. Finally, there was a significant main

Figure 3. Grand-average waveforms at Cz for high frequency words in a time-window between −50 and 1000 ms after the onset of
target words. The dotted rectangular box illustrates the repetition priming effect found in the 450–600 ms time-window, during proces-
sing of the last phoneme of the target words.
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Figure 4. Grand-average waveforms at Cz for low frequency words in a time-window between −50 and 1000 ms after the onset of
target words. The dotted rectangular box illustrates the repetition priming effect found in the 450–600 ms time-window, during proces-
sing of the last phoneme of the target words.
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Figure 5. Grand-average difference waveforms (control minus repeated primes) at Cz as a function of a talker change for both high
frequency words and low frequency words. The dotted rectangular box illustrates the repetition priming effect found in the 450–
600 ms time-window, during processing of the last phoneme of the target words.
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effect of site [F(2,76) = 80.51, p < .001] with more nega-
tive values on centro-parietal sites in comparison to
frontal and fronto-central sites, and more negative
values on fronto-central sites compared to frontal sites.

General discussion

This ERP dichotic repetition priming study was con-
ducted with three main objectives. First, we were inter-
ested in short-term repetition priming effects, and
asked whether these effects are influenced by talker-
specific information. Second, and in the case of a positive
answer to this first question, we were interested in deter-
mining the exact moment in the processing of spoken
words at which talker-specific influences occur, and
affect the magnitude of the repetition priming effect.
Third, because behavioural studies using long-term rep-
etition priming paradigm have reported stronger talker-
specificity effects for low than for high frequency words
(Dufour & Nguyen, 2014; Luce & Lyons, 1998; Luce et al.,
1999), we examined in more details the interaction
between word frequency and talker-specificity effects,
and more specifically the precise moment during
spoken word recognition that this interaction takes
place.

The earliest ERP differences between control and
repeated primes were found between 100 and
200 ms from target word onset. More precisely, the
first repetition priming effect was seen on a positive-
going waveform, a P200-like component, with repeated
primes eliciting less positive-going waveforms than
control primes. Because this first repetition effect
roughly occurs during the processing of the first
phoneme of the targets, it likely reflects a pre-lexical
stage of processing (see Grainger & Holcomb, 2015,
for an early repetition priming effect in a similar
time-window4). Repetition priming effects presumably
occur because the processing of the target words
involves the use of pre-lexical representations that
were already activated during prime processing. Impor-
tantly, this first repetition priming effect was not sensi-
tive to a talker change between the primes and the
targets. Hence, it appears that talker-specific infor-
mation does not affect the pre-lexical stage of
spoken words processing. This key finding is in line
with Grainger and Holcomb’s (2015) proposal that the
earliest repetition priming effects obtained in dichotic
repetition priming are subtended by source-invariant
sublexical phonological representations.

A second repetition priming effect was observed
between 250 and 400 ms from word onset, and more
particularly on the P350 component, with repeated
primes again eliciting less positive-going waveforms

than control primes. Crucially, this repetition effect was
accompanied by a word frequency effect, with high fre-
quency words eliciting less positive-going waveforms
than low frequency words. Because the word frequency
effect is a clear signature of lexical access, we believe that
this repetition priming effect reflects a lexical stage of
processing. The effect presumably occurs because the
processing of target words involves the use of lexical rep-
resentations that were already activated during prime
processing. Again, at this level of processing no modu-
lation of the repetition priming effect as a function of a
talker change between the primes and the targets was
observed. Interestingly, the P350 has been interpreted
as reflecting activation of phonological word forms
(Dufour et al., 2013; Friedrich, Kotz, Friederici, & Alter,
2004; Friedrich, Kotz, Friederici, & Gunter, 2004; Friedrich
et al., 2009), and both the repetition priming effect and
the word frequency effect have an important character-
istic that corroborates such a claim. They roughly emerge
during the processing of the first two phonemes of the
target words, that is the point in time at which lexical
activation is assumed to start (Marslen-Wilson & Welsh,
1978). Considering that we have tapped into activation
of lexical representations, the absence of a talker-speci-
ficity effect within this second time-window suggests
that talker-specific information does not affect the ear-
liest moments of lexical access.

A third repetition priming effect was observed
between 450 and 600 ms from word onset, and more
particularly on the N400 component, with repeated
primes again eliciting lower amplitudes than control
primes. Again, this repetition effect occurs accompanied
by a word frequency effect, and again, it likely reflects
the engagement of lexical representations. Crucially,
talker-specific information was found to have its first
and only influence in this time-window. In accordance
with behavioural studies (Dufour & Nguyen, 2014; Luce
& Lyons, 1998; Luce et al., 1999), we reported a modu-
lation of the repetition priming effect as a function of a
talker change between the primes and the targets only
for low frequency words. Because, the effects reported
in this time-window approximately occurred during pro-
cessing of the last phoneme and extended to the end of
the target words, they likely reflect the moment at which
the target word is selected as the best candidate and is
recognised. As a consequence, a match in talker identity
between the prime and the target would have facilitated
the selection of low frequency target words, and a
greater repetition priming effect is observed in case of
same talker lexical items.

A repetition priming effect was also observed just
after target word offset in a time-window between 650
and 800 ms, and was significant for both low and high
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frequency words, and for both a talker match and a talker
mismatch. Curiously, however, the effect was found to be
stronger in the case of a talker mismatch for high fre-
quency words. Because this effect occurs after target
word offset and likely after lexical access is completed,
we think that it reflects processes other than those
involved in lexical identification. Although response
biases in terms of strategic anticipations of target
words based on the repeated phonemes of the primes
and targets are unlikely in dichotic priming with primes
and targets overlapping temporally, a possibility
however is that once words are identified, participants
engage in a comparison process between the prime
words presented in one ear and the target words pre-
sented in the other ear. Although RTmeasurements com-
bined with ERPs are necessary to test for this claim, this
repetition priming effect could reflect a congruency
checking process, a process known – in classic sequential
priming – to facilitate “word” decisions in a standard
lexical decision task when there is a phonological con-
gruency between the primes and the targets (see
Norris et al., 2002). The observation that the repetition
effect is greater when two different talkers are used, at
least for high frequency words, could also be explained
by the fact that this congruency checking mechanism
is facilitated when the primes and the targets are pro-
nounced by different talkers and are therefore more dis-
tinct. This advantage was not observed for low frequency
words probably because in the preceding N400 time-
window, the repetition priming effect was found to be
smaller for low frequency words when there was a
talker mismatch.

The fact that the N400 component reflects selection of
the target word during spoken word recognition has
been proposed in other studies (Desroches et al., 2009;
Dufour et al., 2013; Dumay et al., 2001; O’Rourke &
Holcomb, 2002). For example, testing the proposal of
the Cohort model (Marslen-Wilson & Welsh, 1978) that
words are recognised when the information in the
speech signal is compatible with no other words than
the target, O’Rourke and Holcomb (2002) have reported
that the N400 component peaked sooner for words with
early than late recognition points when ERPs were time-
locked to word onset. Another demonstration comes
from Desroches et al.’s (2009) study that examined the
influence of lexical candidates that match either the
initial or the final phonemes of the target word on the
recognition of the target word. To this end, they used a
picture-word matching task in which participants saw a
picture followed by an auditory probe word, and had
to judge whether the picture and the probe were the
same. The probe could be identical to the picture label
(e.g. CONE–cone); could share the rime with the picture

label (e.g. CONE–bone); could share the initial phonemes
with the picture label (e.g. CONE–comb); or was unre-
lated to the picture label (e.g. CONE–fox). Desroches
et al. (2009) observed a reduction in the amplitude of
the N400 component in the rime overlap condition
(CONE–bone). For the initial overlap condition (CONE–
comb), the magnitude of the N400 component increased
significantly in comparison to the other conditions at a
slightly later time point (late N400; 410–600 ms). The
increase in the late N400 amplitude in the initial
overlap condition has been taken as evidence in favour
of a competition process between words overlapping
in their initial phonemes during spoken word recog-
nition. In particular, the presence of a close competitor
makes it harder to select the target word from among
the set of activated candidates. Hence, our interpretation
of the N400 component fits well with that of other
studies in which the N400 has been interpreted as
reflecting lexical selection.

In the present study, prime and target words pro-
duced by the male talker had a mean duration of
622 ms, whereas the prime words produced by the
female talker had a mean duration of 539 ms. This differ-
ence in prime duration was therefore confounded with
our same vs. different talker factor, and could therefore
be the cause of the observed talker-specificity effect.
We think that this is unlikely for two reasons. First,
because these timing differences were the same for
both high and low frequency words, any talker-specificity
effect resulting only from such differences should not
modulate as function of target word frequency.
Second, one might expect effects driven by differences
in stimulus duration to affect relatively early ERP com-
ponents, whereas the talker-specificity effect we
observed occurred only on the N400 component and
not before. Nevertheless, although it remains unclear
how prime duration in itself could have caused the
talker-specificity effect reported in the present study,
we certainly agree that future research should examine
how prime duration might impact on the magnitude of
repetition priming effects in the dichotic priming
paradigm.

Taken together, we believe that our results add to the
growing body of evidence showing that under some cir-
cumstances talker-specific information influences
spoken word recognition (e.g. Creel et al., 2008; Dufour
& Nguyen, 2014; McLennan & González, 2012; McLennan
& Luce, 2005). In accordance with behavioural studies,
we reported that talker-specificity effect is more likely
to occur during lexical identification for low frequency
than for high frequency words. The observation that
talker-specificity effect is limited to low frequency
words and that repetition priming effect still occurs –
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although diminished – in the case of a talker mismatch
on low frequency words, suggest that abstract represen-
tations are primarily activated, and that this is this type of
representation that dominates spoken word recognition.
Note that exemplar-based model would also predict
smaller specificity effects for high frequency than for
low frequency words. In the case of high frequency
words, the large number of exemplars that are activated
would cancel out individual differences, and this would
make it less likely to observe talker-specificity effect for
these words. Such an explanation has been envisaged
by Goldinger (1998) to account for the influence of
word frequency in the access to detailed information in
a production task, and in particular the observation
that low frequency words are imitated to a greater
extent than high frequency ones. Nonetheless, as
noted by Goldinger (1998) and Luce and Lyons (1998),
the simultaneous activation of many traces for a high fre-
quency word may both obscure the acoustic details
associated with each particular trace, and cause the gen-
eration of a more abstract, generic, representation for the
target word. Thus, even within strict episodic model,
abstract representations nonetheless exist and come
into play in spoken word recognition. This kind of
model thus approaches hybrid models in which rep-
resentations are initially episodic, and become more
abstract with repeated exposure to the words (Gross-
berg, 1986; McLennan & Luce, 2005).

Our results could be in accordance with a view of a
mental lexicon incorporating both abstract and talker-
specific representations (McLennan & Luce, 2005). The
difficulty however with such an approach resides in our
observation that talker-specific information influences
only a late stage of spoken word recognition, namely
lexical selection. No evidence for an influence of talker-
specific information was observed during lexical acti-
vation, and it is rather hard to envisage, within a hybrid
view of the mental lexicon, that talker-specific represen-
tations does not come into play at the stage of lexical
activation. Recent studies (Hanique, Aalders, & Ernestus,
2013; Nijveld, Mulder, Bosch, & Ernestus, 2016) question
hybrid models of spoken word recognition and argue
that talker-specificity effects have little to do with the
mental lexicon, instead they would engage detailed rep-
resentations stored in episodic memory. Our observation
that the talker-specific effect is modulated by word fre-
quency, an effect that indexes some form of lexical acti-
vation, seems to indicate that our effects are driven at
least in part by the lexical representations. A possibility
to account for our findings is to envisage some inter-
actions between the abstract representations stored in
the mental lexicon and the detailed representations of
words stored in episodic memory. This interaction

would take place during the selection process, and “epi-
sodic” representations would act in boosting the selec-
tion of target words that require either a strong
accumulation of perceptual evidence to reach the recog-
nition threshold, as would be the case for low frequency
words,5 or when the speech input is degraded and does
not fully match abstract representations, as in the case
with foreign-accented words (McLennan & González,
2012) or with dysarthric speech (Mattys & Liss, 2008).

In conclusion, our study is in accordance with prior
behavioural research showing that word frequency
modulates effects of talker-specificity on spoken word
recognition. In particular, talker-specific information
influences the identification of low frequency words
but not that of high frequency words. Crucially, our
study shed light on the exact moment at which talker-
specific influences arise during spoken word recognition.
We showed that talker-specific influences occur late
during spoken word recognition, and most likely only
start to have an impact during lexical selection. This
late influence of talker-specific information is all the
more interesting in that it allows us to reject an alterna-
tive explanation in terms of an increase in “processing
effort” in order to deal with the variability engendered
by a talker change between the primes and the targets
(e.g. Creelman, 1957; Mullennix et al., 1989). Indeed, if
our results were mainly due to differences in processing
effort, then the talker-specificity effect should have been
observed relatively early during the time-course of
spoken word recognition, and well before the N400 com-
ponent. Also, this late influence of talker-specific infor-
mation suggests that our effects were not merely due
to a greater acoustic distance between the primes and
the targets in the different talker condition, since in
such a case a modulation of the repetition priming
effect as a function of a talker change should have also
occurred during pre-lexical processing, and therefore
should have been visible in earlier ERP components.
Nevertheless, future research could examine the possible
role of additional factors on talker-specificity effects by
comparing, for example, lists blocked by talker, as in
the present study, with lists in which the same and differ-
ent talker conditions are intermixed.

On the basis of the present findings, we argue that
spoken word processing relies primarily on abstract rep-
resentations. The challenge now for future work is to
better understand the origin of the influences related
to talker-specific information. Taking into account
recent studies (Hanique et al., 2013; Nijveld et al.,
2016), we suggest that talker-specific effects might
result from the interactions between two memory
systems, namely episodic memory and the mental
lexicon. Given that hemispheric differences in the
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processing of talker-specific information have been
revealed in prior research (e.g. González & McLennan,
2007), it would be also interesting to continue the
present work by comparing the time-course of the
talker-specific effect as a function of the ear of presen-
tation of the target words. This and other future work
should further reveal the utility of combining the dichotic
priming paradigm with ERP recordings as a tool for unco-
vering basic mechanisms underlying speech perception
and spoken language comprehension.

Notes

1. Activation of abstract and talker-specific representations
is susceptible to follow a different time-course in case of
allophonic variability, which results from articulatory and
acoustic differences among speech sounds that belong
to the same phonemic category. In a series of exper-
iments focusing on flaps – neutralised allophones of
intervocalic /t/ and /d/ phonemes in American English
– McLennan, Luce, and Charles-Luce (2003) have
shown that the specific allophonic representation domi-
nates processing when responses were rapid, while evi-
dence for an access to the abstract underlying
representation (/t/and /d/) was obtained when responses
were slowed. McLennan et al. (2003) and Luce and
McLennan and Luce (2005) have proposed an account
of the time-courses of allophonic and talker variability
within the ART (Adaptive Resonance Theory) framework
(Grossberg, 1986) and in which the speed with which
access to the one or the other type of representations
is dependent on their frequency. The flap being more
frequent in intervocalic contexts than the underlying
/t/ and /d/ phonemes, it is primarily activated. In contrast,
in the case of talker variability, and in particular in the
case of unfamiliar talkers (Maibauer, Markis, Newell, &
McLennan, 2014), the specific features related to each
of the talker being less frequent than the abstract fea-
tures found in the words, it is the abstract representation
that is first activated and that dominates processing.

2. Talker gender was selected as the talker-specific infor-
mation to be manipulated in the present study since it
has been widely used in previous studies examining
talker-specificity effects in spoken word recognition
(e.g. Creel, Aslin, & Tanenhaus, 2008; Maibauer et al.,
2014; McLennan & Luce, 2005). Note that our talkers
also differed in their speaking rate since on average
the acoustic duration of words recorded by the male
talker was longer than that of the words recorded by
the female talker. Hence any talker-specificity effects
could be driven by either the gender of the talkers, the
speaking rate of the talkers or both. This study specifi-
cally addresses when in processing of words talker-speci-
ficity effect takes place, but was not designed to examine
the specific variables that drive talker-specificity effect.
This difference in the speaking rate of the male and
female talker necessarily caused a difference in prime
duration as a function of the talker used. This point will
be discussed in the section “General discussion”.

3. Note that the three-way interaction between prime type
(control, repeated), frequency (low, high), and talker
(same, different) indicates how the magnitude of the
priming effect (the difference between control and
repeated primes) is modulated by both word frequency
and talker change. Obviously, additional analyses per-
formed directly on the magnitude of the difference
between control and repeated primes with frequency
(low, high), as within-participant factor, and talker
(same, different) as between-participant factor led to
exactly the same patterns of results, and with exactly
the same statistical values. This is of course true for the
four time-windows of interest. As an illustration, in this
particular time-window (450–600 ms), there was a signifi-
cant two-way interaction between talker and frequency
[F(1,38) = 7.49, p < .01]. Again, this interaction is due to
a significant difference in the magnitude of the differ-
ence between the same and different talker condition
for low [F(1,38) = 3.95, p = .05] but not for high frequency
[F(1,38) = 0.20, p > .20] words.

4. Note that in Grainger and Holcomb (2015), the first rep-
etition effect was seen on a negative-going component,
with targets following control primes producing greater
negativities than targets following repeated primes.
Because in their ERPs analyses, Grainger and Holcomb
(2015) used only the left mastoid bone as reference,
we re-ran our analyses with this reference only, and
found exactly the same pattern of results. The difference
in the polarity of the first repetition priming effect
between the two studies could be due to the use of
different tasks (go/no-go semantic categorisation task
in Grainger and Holcomb (2015)).

5. In models with discrete lexical representations, such as in
interactive-activation models (e.g. McClelland & Elman,
1986) or in the Cohort Model (Marslen-Wilson, 1990), fre-
quency is generally coded in the resting activation level
of lexical units and thus determines the baseline acti-
vation level of each word. As high frequency words
have higher resting activation levels than low frequency
ones, they reach the recognition threshold earlier and
thus are selected faster as the best candidate.
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